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Abstract In this paper, we consider non-orthogonal multiple access (NOMA) for wireless
ad hoc networks over block fading channels where the performance is limited by interference
and fading. In order to provide a reasonable performance, we can use re-transmission and
interference cancellation techniques. Re-transmission techniques can provide a diversity gain
over fading channels, while the successive interference cancellation (SIC) can improve the
signal to interference ratio (SIR). Using the information outage probability, we show that
the NOMA approach with re-transmissions can perform better than the orthogonal multiple
access (OMA) approach with re-transmissions when the signal to noise ratio (SNR) is low. It
is also shown that the outage probability of the NOMA with SIC is lower than that of OMA
when the rate is sufficiently low where SIC can be facilitated.

Keywords Wireless ad hoc networks · Multiple access · H-ARQ ·
Successive interference cancellation

1 Introduction

In wireless ad hoc networks, medium access control (MAC) plays a key role in providing reli-
able communications between nodes. Various multiple access schemes are proposed based
the request-to-send (RTS)/ clear-to-send (CTS) mechanism in IEEE 802.11 standards in [1].
For example, code division multiple access (CDMA) has been considered in [2,3]. CDMA
is capable of dealing with uncoordinated multiple access interference that exists in wireless
ad hoc networks and this advantage of CDMA over time division multiple access (TDMA)
or frequency division multiple access (FDMA) is highlighted in [2].
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From the channel capacity point of view, the superiority of non-orthogonal multiple access
(NOMA) schemes (e.g., CDMA) to orthogonal multiple access (OMA) schemes (e.g., TDMA
or FDMA) is well-known [4–6]. The use of stripping or cancellation plays a key role in achiev-
ing the channel capacity for NOMA [4,5]. In [6], the capacity of randomly spread CDMA
systems is studied under various conditions. It is shown that the multiuser gain is crucial to
offset the performance loss caused by multiuser interference.

In [7–9], it is shown that the linear minimum mean square error (MMSE) receiver with
successive interference cancellation (SIC) can be used at the receiver for NOMA systems to
achieve the channel capacity. This is an important observation as a relatively simple receiver
can be used to achieve the channel capacity.

In [10], using the techniques proposed in [11], the comparison between TDMA and CDMA
has been made. In general, it is shown that CDMA as one of the NOMA schemes is superior to
TDMA as one of the OMA schemes although the difference vanishes as the power decreases
for non-fading channels. However, as also pointed out in [6], since the multiuser gain can be
exploited within NOMA schemes for fading channels, CDMA becomes preferable to TDMA.

Generally, the performance of NOMA schemes can be improved if joint rate and power
control is used. In [12], rate and power control for coded CDMA with low-density parity
check (LDPC) codes has been investigated to maximize the spectral efficiency. In [13], an
optimization of interleave-division multiple access (IDMA) scheme, which is another NOMA
scheme, is studied.

In this paper, we consider a NOMA scheme which is different from CDMA for wire-
less ad hoc networks. It is assumed that there are multiple nodes transmitting signals in a
common channel (multiple access channel) and an automatic repeat request (ARQ) proto-
col is used. For reliable communications over fading channels, various ARQ protocols can
be used [14,15] and they can also be used with scheduling [16]. In particular, we consider
hybrid ARQ (H-ARQ) with incremental redundancy (IR) [17,18], which is called the H-ARQ
with IR, in this paper. In [19–21], various coding approaches to implement H-ARQ with IR
have been studied. We assume block fading [22] in this paper. Thus, the information outage
probability [23] rather than the channel capacity is used as the performance index. In gen-
eral, we consider the two key ingredients for NOMA schemes to improve the performance:
H-ARQ with IR and SIC. The H-ARQ with IR is an effective means to adapt fading channel
conditions without fixing a code rate in advance. The code rate can be effectively adjusted by
feedback in the H-ARQ: the effective code rate decreases as more re-transmissions are carried
out in the H-ARQ with IR. The SIC can effectively reduce the signal to interference-plus-noise
ratio (SINR) in NOMA schemes. In fading channels, since SIC can cancel or strip strong inter-
fering signals first, it becomes an effective means to exploit the multiuser gain and improve
the performance. Note that the multiuser gain by using SIC is different from the multiuser
diversity gain in [24]. The multiuser diversity gain can be achieved by selecting the user of the
highest channel gain to access channel, while the multiuser gain from SIC could increase the
SINR by cancelling the interfering signals (but not improve the diversity gain). Throughout
the paper, we show that how the H-ARQ with IR and SIC can be adopted in NOMA and
derive the outage probability to see the performance under an environment of wireless ad
hoc networks. Furthermore, the performance comparisons with OMA are studied. Based on
the results obtained by analysis, we can see that NOMA is a promising scheme for wireless
sensor networks where sensors need to transmit information at a low rate, but frequently.

The rest of the paper is organized as follows. In Sect. 2, we present the system model for
a NOMA system. Outage probability analysis is given in Sect. 3, where we drive upper and
lower bounds on the information outage probability. Section 4 presents simulation results.
We conclude this paper with some remarks in Sect. 5.
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Fig. 1 An example of the system
with K = 4 (solid lines represent
the desired signals, while dashed
lines represents undesired
signals)
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2 System Model

In this section, we consider a NOMA scheme based on the H-ARQ with IR for wireless ad
hoc networks. If each node is considered a user, the resulting wireless ad hoc network can
be considered as a multiuser system. In such a system, if multiple packets are transmitted,
there is collision and re-transmission request is sent to the users in collision. Although the
packets are collided, each packet can transmit a certain amount of its information. Thus, in
order to improve the spectral efficiency, the H-ARQ with IR is utilized for combining all
the retransmitted signals effectively. The resulting NOMA can be called the H-ARQ with IR
based NOMA. However, for convenience, throughout the paper, the H-ARQ with IR based
NOMA will be simply referred to as NOMA if there is no significant risk of confusion. In
addition, SIC can be used to increase the SINR, which can also improve the spectral efficiency
of NOMA.

Suppose that there are K senders or transmitters. We assume that all the signals share the
same time and frequency channel. In addition, each transmitter has its dedicated receiver. At
the receiver, the received signal is written as

rm =
K∑

k=1

hksk,m + nm, m = 0, 1, . . . ,M − 1, (1)

where rm denotes the mth received signal sample, hk and sk,m denote the channel coefficient
over the packet duration (block fading is assumed) and the mth data symbol from transmitter
k, respectively, and nm denotes the background zero-mean white Gaussian noise. We consider
the following addition assumptions.

• A packet consists of M data symbols and can be decodable individually. That is, a packet
corresponds to a codeword which is self-decodable and each re-transmitted packet can
be considered the codeword which is generated by a different code from the the same
message sequence for the IR. (This approach would be different from [19] where a single
code is used.)

• All the packets are synchronized1 (a slotted multiple access system is assumed).

In addition, it is assumed that the signal from transmitter 1 is the desired signal (i.e., it
is assumed that receiver 1 is dedicated to transmitter 1). Figure 1 shows an example of the
system where K = 4. The same multiple access is considered in [17]. Throughout the paper,
we assume that no power control is used and the feedback information from the receiver to
its corresponding transmitter is ACK (when the packet is successfully decoded) or NACK

1 Synchronization is not necessary unless SIC is used. However, for convenience, we assume a synchronous
NOMA system.
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(when the packet is not successfully decoded). In this system, we can see that the rate control
is adaptively carried out using any re-transmission protocols.

Note that in the paper, in order to focus on the performance of NOMA, we only consider
one receiver node when K ≥ 1 nodes transmit their signals simultaneously in wireless ad
hoc networks. Although this simple case cannot reveal an overall performance of wireless
ad hoc networks when NOMA is employed, the performance analysis becomes tractable
with respect to outage probability. It is noteworthy that a multi-layer transmission based
on H-ARQ with IR studied in [25] is similar to NOMA. In this multi-layer transmission,
there are interfering signals and SIC can be employed to improve the performance. Since this
multi-layer transmission is applied to point-to-point communications, optimal rate and power
allocation can be formulated to maximize the throughput. Unfortunately, in a wireless ad hoc
network in Fig. 1, such optimizations cannot be considered due to the lack of coordination
between nodes. Thus, the resulting approaches in [25] are different from those in the paper.

2.1 H-ARQ with Incremental Redundancy

Assume that a codeword is transmitted over a packet duration. If the signal is not decodable
due to interfering signals and/or background noise, the re-transmission request is sent to the
transmitter. The re-transmitted packet is combined with the previous packet(s) for decod-
ing. We assume that a capacity achieving channel code is employed. Note that in [26] the
throughput of H-ARQ with IR is studied with LDPC codes and it is shown that a practical
design using LDPC codes can closely approach the information-theoretical limit found in
[17].

For the lth packet from transmitter k, the (normalized) instantaneous channel capacity can
be given as follows [17]:

Ik,l = log2

(
1 + γk |hk,l |2

1 + ∑
q �=k γq |hq,l |2

)
, l = 1, 2, . . . ; k = 1, 2, . . . , K , (2)

where hk,l denotes the channel coefficient from transmitter k to the receiver over the lth data
packet duration from transmitter k and γk is the normalized signal to noise ratio (SNR) of the
signal from transmitter k. Suppose that the normalized rate of each data packet (from all the
transmitters) is Rk . When the H-ARQ with IR is employed, the information outage probabil-
ity for the desired signal with L re-transmissions (a transmission and L −1 re-transmissions)
can be given as follows:

Pno,out(R1, L) = Pr(S1,L < R1),

where S1,L = ∑L
l=1 I1,l [17].

Note that if K signals have their dedicated orthogonal channels (i.e., in OMA systems),
each signal’s instantaneous mutual information can be written as

Iorth,k,l = 1

K
log2

(
1 + γk |hk,l |2

)
, l = 1, 2, . . . ; k = 1, 2, . . . , K . (3)

Here, we assume that the channel is equally divided into K sub-channels. Then, for orthogonal
channels, the outage probability becomes

Porth,out(R1, L) = Pr(Sorth,1,L < R1),

where Sorth,1,L = ∑L
l=1 Iorth,1,l . For the sake of simplicity, we assume that the rate, Rk , is the

same for all the signals, i.e., Rk = R for all k (symmetric case in terms of rate). In practice,
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however, they can be different from one signal to another and depend on the actual data rate
of each signal and coding scheme.

2.2 SIC Based Decoding

In (2), the other (K − 1) signals become the interference and lower the SINR. If some sig-
nals can be corrected decoded and cancelled or stripped, the SINR can be higher and the
performance can be improved. For example, if the other K − 1 packets are decodable, the
cancellation of K − 1 signals is possible and the resulting instantaneous channel capacity
becomes

I1,l = log2
(
1 + γ1|h1,l |2

)
.

Thus, we can see that the probability of successful decoding can increase and the average
number of re-transmissions can be smaller. This results in a higher throughput or spectral
efficiency for the NOMA scheme.

Throughout the paper, we assume that all the re-transmitted packets from transmitter 1
are optimally combined, while no combining is used for the signals from the other (K − 1)
transmitters. As the receiver is dedicated to the desired signal, the receiver does not know
that whether another (interfering) transmitter re-transmits a packet or not. Thus, the decoding
and cancellation of the other signals should be performed using the current packet without
any combining with previously transmitted packets.

For SIC, the order of the detection/cancellation becomes important. For example, suppose
that the packet from transmitter K is firstly decoded. If the decoding succeeds, that is,

log2

(
1 + γK |hK ,l |2

1 + ∑K−1
q=1 γq |hq,l |2

)
≥ R,

the packet from transmitter K can be cancelled or stripped. Then, the packet from transmitter
K − 1 is to be decoded, and it can be decodable and cancelled if

log2

(
1 + γK−1|hK−1,l |2

1 + ∑K−2
q=1 γq |hq,l |2

)
≥ R.

To cancel more interfering signals through SIC, the signal (among the (K − 1) interfering
signals) that has the highest SINR should be chosen first:

u∗
1 = arg max

k∈{2,3,...,K } log2

(
1 + γk |hk,l |2

1 + ∑
q �=k γq |hq,l |2

)
,

where um denotes the index for the mth cancelled signal. Let

Wm = {2, 3, . . . , K } \ {u1, u2, . . . , um}.
Then, it follows

u∗
m = arg max

k∈Wm−1
log2

(
1 + γk |hk,l |2

1 + (γ1|h1,l |2 + ∑
q∈Wm−1\k γq |hq,l |2)

)
,

where W0 = {2, 3, . . . , K }. This SIC continues until the mutual information is less than R
or decoding fails. If D interfering signals are cancelled, the resulting instantaneous mutual
information for the desired signal is
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Ĩ1,l = log2

(
1 + γ1|h1,l |2

1 + ∑
q∈WD

γq |hq,l |2
)
. (4)

Note that D depends on the channel realizations, hk,l , SNRs, and R. When SIC is employed,
the outage probability with L re-transmissions becomes

Pno−sic,out(R, L) = Pr(S̃1,L < R),

where S̃1,L = ∑L
l=1 Ĩ1,l .

In general, we can see that

Pno−sic,out(R, L) ≤ Pno,out(R, L).

As expected, the NOMA with SIC can provide a better performance than that without SIC.
Thus, in wireless ad hoc networks where multiple packets can be transmitted simultaneously,
the role of SIC could be crucial.

Note that the rate, R, would be sufficiently small to facilitate SIC. For example, suppose
that the amplitude of the channel coefficient is Rayleigh distributed and the probability den-
sity function (pdf) of the SNR is f (x) = e−x , x ≥ 0. Then, the probability that SIC can be
performed, denoted by Psic, becomes Psic = Pr(log2(1 + x) ≥ R) = e−(2R−1). If R = 1 and
R = 0.25, Psic = 0.37 and 0.83, respectively. The lower R, the higher probability SIC can
be performed. Consequently, a smaller R (i.e., R < 1) is preferred in the NOMA with SIC.

3 Outage Probability Analysis

In this section, we consider the information outage probability to understand the performance
of the NOMA with/without SIC. We have some technical assumptions for the analysis as
follows.

A1) γk = γ for all k (As previously assumed that Rk = R for all k, we assume that the
system is symmetric in terms of SNR and rate).

A2) The hk,l ’s are independent and their amplitudes are Rayleigh distributed for all k and l.

As the derivation of a closed-form expression for the outage probability over block fading
channels is quite involved, we mainly focus on upper and lower bounds.

As mentioned earlier, we focus on the outage analysis. In [17,27,28], the throughput or
rate is analyzed for H-ARQ with IR.

3.1 Without SIC

In this subsection, we focus on the case where SIC is not applied. In this case, the diversity
gain through re-transmission plays a key role in providing reliable transmission. We derive
upper and lower bounds on the information outage probability.

3.1.1 Upper Bounds

The instantaneous mutual information is a function of multiple random variables and is not
easy to analyze. Thus, to make the analysis tractable, we approximate the instantaneous
mutual information I1,l in (2) as

Xl = log2(1 + |h1,l |2γ̄K ) � I1,l ,
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where γ̄K = γ
1+(K−1)γ , which is obtained by taking the expectation of the power of the

(K − 1) interfering signals. This approximation would be reasonable as K becomes larger.
For convenience, let

Yl = log(1 + |h1,l |2γ̄K ) = Xl log 2.

Then, the outage probability after L (re-) transmissions of IR becomes

Pno,out(R, L) = Pr(X1 + X2 + · · · + X L < R)

= Pr(Y1 + Y2 + · · · + YL < R̄)

≤ min
λ≥0

E
[
e−λ∑L

l=1 Yl
]

eλR̄

= min
λ≥0

(
E

[
e−λYl

])L
eλR̄

= min
λ≥0

eλR̄
(

E

[
1

(1 + |h|2γ̄K )λ

])L

, (5)

where R̄ = R log 2. For the inequality in (5), we use the Chernoff inequality.
Noting that the pdf of |hk,l |2 (from A2)) is

f (x) = e−x , x ≥ 0,

we have

E

[
1

(1 + |h|2γ̄K )λ

]
=

∞∫

0

(
1

1 + x γ̄K

)λ
f (x)dx

=
∞∫

0

e−x

(1 + x γ̄K )λ
dx

= 1

γ̄K
Aλ

(
1

γ̄K

)
, (6)

where

An(μ) =
∞∫

0

e−μx

(1 + x)n
dx .

Then, the upper bound on the outage probability becomes

Pr

(
L∑

l=1

Xl < R

)
≤ min

λ≥0
ξ(λ), (7)

where

ξ(λ) = eλR̄
(

1

γ̄K
Aλ

(
1

γ̄K

))L

. (8)

It is not easy to find the optimal solution that minimizes ξ(λ) analytically. Thus, we need
to use numerical approaches to find the solution. The following property becomes useful to
develop numerical approaches.
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Lemma 1 ξ(λ) is convex for λ ≥ 0.

Proof See Appendix A. 	

As ξ(λ) is convex, there exists a unique solution of the minimization in (7) and could be

a number of computationally efficient techniques [29] to find the solution of the right hand
side in (7).

We can also find another upper bound with a constraint.

Lemma 2

Pno,out(R, L) ≤ min
λ≥0

ξ(λ) ≤ eR log 2
(

cR

γ̄K L

)L

, (9)

where c = e log 2 is a constant.

Proof From the following inequality:

Aλ(μ) =
∞∫

0

e−μx

(1 + x)λ
dx ≤

∞∫

0

1

(1 + x)λ
dx = 1

λ− 1
, λ ≥ 1, μ ≥ 0, (10)

we can show that

ξ(λ) ≤ ξ̄ (λ) = 1

γ̄ L
K

eλR̄

(λ− 1)L
, λ > 1. (11)

Consider the constraint that λ > 1 and the following optimization problem:

λ∗ = arg min
λ>1

ξ̄ (λ).

The solution becomes

λ∗ = L

R̄
+ 1 (> 1).

Then, the last inequality in (9) is obtained as

ξ̄ (λ∗) =
(

R̄

γ̄K L

)L

eR̄+L = eR log 2
(

cR

γ̄K L

)L

.

This completes the proof. 	

Property 1 The outage probability, Pno,out(R, L), decreases with L faster than exponential
decay. For convenience, define the asymptotic loglinear decay rate (ALDR) with respect to
L as

ALDR = − lim
L→∞

log Pno,out(R, L)

L log L
. (12)

Then, we can see that

ALDR ≥ 1. (13)

Proof This is a consequence of (9).
From (12), Eq. (13) implies that

Pno,out(R, L) ≤ e−L log L , L � 1.

Clearly, this asymptotic behavior is independent of R and γ̄K . 	
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Fig. 2 Upper bounds on the outage probability of OMA and NOMA

Property 2 For the case of K orthogonal subchannels, the upper bound on the outage prob-
ability in (9) becomes

ξ̄orth(λ
∗) = e(R log 2)/K

(
cRK

γ L

)L

. (14)

From Properties 1 and 2, we can observe that NOMA can asymptotically (i.e., for a large
L) provide lower outage probability than OMA when γ ≤ 0 dB. Figure 2 shows the upper
bounds in (9) for OMA and NOMA schemes with different values of SNRs. We can see that
the NOMA without SIC outperforms OMA when the SNR is less than 0 dB. Consequently,
NOMA is preferable (even without joint decoding) when the SNR is sufficiently low and
H-ARQ is actively used for reliable communications.

According to [10], it is shown that the capacity difference between TDMA (i.e., OMA)
and CDMA (i.e., NOMA) decreases with the SNR. Thus, the results from Properties 1 and
2 would be different from that in [10]. This difference results from that no joint decoding
is used in the NOMA without SIC where the interfering signal is considered as the noise;
see (2).

3.1.2 Lower Bound

In this subsection, we derive a lower bound using the following relations:

•
log2(1 + x) ≤ x log2 e. (15)

• In addition, if X ≤ Y , then

Pr(X < R) ≥ Pr(Y < R). (16)
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Using (15) and (16), we have

Pr(X1 + X2 + · · · + X L < R) ≥ Pr

(
γ̄K

L∑

l=1

|h1,l |2 < R̄

)

= Pr
(
χ2

2L < R̄/γ̄K
)

= 1 − e−R̄/γ̄K

L−1∑

l=0

1

l!
(

R̄

γ̄K

)l

, (17)

where χ2
n denotes a chi-square random variable with n degrees of freedom. In general, this

low bound is tight when the SINR is sufficiently low according to (15).

Property 3 For a large L, the outage probability is bounded as

1√
2πL

(
cR

γ̄K L

)L

≤ Pno,out(R, L) ≤ eR log 2
(

cR

γ̄K L

)L

. (18)

Thus, the ALDR with respect to L is ALDR = 1 and

Pno,out(R, L) = e−L log L , L � 1.

Proof See Appendix B. 	

If the same packet is re-transmitted (i.e., Type-1 H-ARQ), we can have the repetition time

diversity (RTD) [17] and the outage probability becomes

Prtd,out(R, L) � Pr

(
log2

(
1 +

L∑

l=1

γ̄K |h1,l |2
)
< R

)

= Pr

(
χ2

2L <
2R − 1

γ̄K

)

� 1√
2πL

(
e(2R − 1)

γ̄K L

)L

(for a large L). (19)

For the second approximation in (19), see Appendix B. Since

cR = e log2 R ≤ e(2R − 1), R ≥ 0,

from (18) and (19), we can see that the IR can provide lower information outage probability
than the RTD. However, the ALDR is the same for both IR and RTD. From this, we can see
that the H-ARQ with RTD could be almost equally efficient as the H-ARQ with IR in terms
of the error decay rate by re-transmission.

3.2 With SIC

As mentioned earlier, in wireless ad hoc networks where multiple users can transmit packets
simultaneously, SIC can play a crucial role in improving an overall performance by canceling
multiuser interference. In this subsection, we consider the outage probability when SIC is
used. We derive an exact expression for the outage probability when there are two users (i.e.,
K = 2) and one transmission (i.e., L = 1). Although an exact expression for the outage
probability is available for the case of K = 2 and L = 1, it is not easy to generalize the result
for K > 2. Thus, we will consider approximations to derive bounds later.
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3.2.1 Two Users

Suppose that K = 2 and L = 1. The instantaneous channel capacity can be given as follows:

I1,l =
⎧
⎨

⎩
log2

(
1 + γ1|h1,l |2

)
, if log2

(
1 + γ2|h2,l |2

1+γ1|h1,l |2
)

≥ R;

log2

(
1 + γ1|h1,l |2

1+γ2|h2,l |2
)
, if log2

(
1 + γ2|h2,l |2

1+γ1|h1,l |2
)
< R.

(20)

For convenience, define a random variable as follows:

B1,l =
{
γ1,l , if γ2,l

1+γ1,l
≥ V ;

γ1,l
1+γ2,l

, if γ2,l
1+γ1,l

< V ,
(21)

where V = 2R − 1 and γk,l = γk |hk,l |2. It is easy to see that I1,l = log2(1 + B1,l).

Lemma 3 Suppose that the pdf of γk,l is given as follows:

f (γk,l) = 1

γ̄k
e−γk,l/γ̄k , k = 1, 2. (22)

Then, the cumulative distribution function (cdf) of B1,l is

F1(x) = Pr(B1,l ≤ x) = P1(x)+ P2(x), (23)

where

P1(x) = e−V/γ̄2

γ̄1C1

(
1 − e−C1x

)
. (24)

and C1 = 1
γ̄1

+ V
γ̄2

. The second term, P2(x), is given as follows:

P2(x)=
{

1−e−V/γ̄2− e−x/γ̄1

γ̄2 D(x)

(
1−e−D(x)V

) + e1/γ̄1

γ̄2C2
e−C2V − e−x/γ̄1

γ̄2 D(x)e
−D(x)V , if x > 1/V ;

e1/γ̄1

γ̄2C2
(e−C2V −e−C2 B(x))− e−x/γ̄1

γ̄2 D(x) (e
−D(x)V −e−D(x)B(x)), if x < 1/V .

(25)

where D(x) = x
γ̄1

+ 1
γ̄2
, B(x) = (x + 1)/(V −1 − x), and C2 = 1

γ̄2
+ 1

V γ̄1
.

Proof See Appendix C. 	

From the cdf of B1,l in (23), the information outage probability can be found as

Pno−sic,out(R, 1)Pr(I1,l < R) = Pr(B1,l < 2R − 1) = F1(2
R − 1). (26)

For comparison, we can consider the outage probability of OMA when K = 2 and L = 1.
The outage probability becomes

Porth,out(R, 1) = Pr

(
1

2
log2(1 + γ |hk,l |2) < R

)

= 1 − e−(22R−1)/γ (27)

if the channel is equally divided.
In Fig. 3, we show the outage probability of the NOMA with SIC and OMA when K = 2

and L = 1. In general, it is shown that the NOMA with SIC can have a lower outage prob-
ability than OMA. We can show a precise result for the superiority of the NOMA with SIC
to OMA as follows.

123



J. Choi

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
10

−4

10
−3

10
−2

10
−1

10
0

R

O
ut

ag
e 

pr
ob

ab
ili

ty

K = 2

Orthogonal
Non−orthogonal with SIC

(a)

−10 −8 −6 −4 −2 0 2 4 6 8 10
10

−2

10
−1

10
0

SNR (dB)

O
ut

ag
e 

pr
ob

ab
ili

ty

K = 2

Orthogonal
Non−orthogonal with SIC

(b)

Fig. 3 Outage probability for OMA and NOMA with SIC: a Outage probability versus R when γ1 = γ2 = 0
dB; b Outage probability versus SNR (γ1 = γ2) when R = 0.5

Property 4 Suppose that K = 2 and L = 1. The outage probability of the NOMA with SIC
is lower than or equal to that of OMA if 0 ≤ γ <

V (V +1)
log V when V > 1 (or R > 1) and for

all γ ≥ 0 when V ≤ 1 (or R ≤ 1).
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Proof See Appendix D. 	


Again, the result of Property 4 shows the superiority of NOMA to OMA in terms of the
information outage probability when V < 1. Note that OMA can perform better when V > 1
and γ > V (V +1)

log V . However, in general, for the case of V > 1 or R > 1, the outage probability
is high and this case would not be practically important.

For L > 1, according to A2), we can have the upper bounds as follows:

Pno−sic,out(R, L) ≤ P L
no−sic,out(R, 1)

Porth,out(R, L) ≤ P L
orth,out(R, 1). (28)

3.2.2 Approximation: Effective Interference After SIC

As shown in Appendix C, the derivation of the cdf (or pdf) of X1,l is not straightforward
even if K = 2. For a large K , the derivation of the cdf of Sk,L becomes difficult. Thus, we
need to consider approximations to derive bounds.

Among K − 1 interfering signals, some signals can be cancelled if their instantaneous
channel capacity is greater than R. According to (4), D depends on the channel realizations,
hk,l , R, and γ . For approximation, we assume that D is an independent random variable. In
Appendix E, we derive an approximate of the probability mass function of D.

Assuming that D is given, the mutual information can be approximated becomes

Ĩ1,l = log2

(
1 + γ |h1,l |2

1 + γ
∑K−1

q=D+1 αq

)
� Î1,l(D) = log2

(
1 + γ |h1,l |2

1 + γ
∑K−1

q=D+1 ᾱq

)
,

(29)

where αq denotes the qth largest |hk,l |2, k = 2, 3, . . . , K , and ᾱq = E[αq ]. Taking D is an
independent random variable, the average mutual information can be an approximate of Ĩ1,l

in (4) as

Ĩ1,l � Î1,l = ED[ Î1,l(D)]. (30)

Property 5 Î1,l is bounded as follows:

log2

⎛

⎝1 + γ |h1,l |2
ED

[
1 + γ

∑K−1
q=D+1 ᾱq

]

⎞

⎠ ≤ Î1,l ≤ log2

(
1 + ED

[
γ |h1,l |2

1 + γ
∑K−1

q=D+1 ᾱq

])
.

(31)

For convenience, let

γL = γ

ED

[
1 + γ

∑K−1
q=D+1 ᾱq

]

γU = ED

[
γ

1 + γ
∑K−1

q=D+1 ᾱq

]
. (32)

If γsic denotes the effective SNR after SIC, γL and γU become lower and upper bounds on γsic,
respectively. Using γL and γU, we can find upper and lower bounds on the outage probability.
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From (31) and using (16), we have the following upper bounds:

Pr

(
L∑

l=1

Î1,l < R

)
≤ Pr

(
L∑

l=1

log2(1 + γL|h1,l |2) < R

)

≤ min
λ≥0

ξsic(λ), (33)

where the last inequality results from (5) and

ξsic(λ) = eλR̄
(

1

γL
Aλ

(
1

γL

))L

. (34)

For a lower bound, from (31), we can use (16) and (17):

Pr

(
L∑

l=1

Î1,l < R

)
≥ Pr

(
L∑

l=1

log2(1 + γU|h1,l |2) < R

)

= 1 − e−R̄/γU

L−1∑

l=0

1

l!
(

R̄

γU

)l

. (35)

We have some remarks as follows.

• As shown in (32), the multiuser gain is shown through the SINR gain. Thus, the diversity
order shown in (33) and (35) is L which is the same as that without SIC.

• The upper and lower bounds in (33) and (35), respectively, would be loose as the two
inequalities (one for the SINR and the other for the outage probability) are subsequently
used.

• As the upper and lower bounds in (33) and (35), respectively, are based on approxima-
tions, they are not strictly upper and lower bounds on the information outage probability.

4 Simulation Results

In this section, we present simulation results for OMA and NOMA with/without SIC.
Figure 4 shows the outage probability with K = 4. In general, we can see that NOMA
has lower outage probability than OMA and SIC can improve the performance of NOMA.
In addition, we can also confirm that the re-transmission is a very effective means to reduce
the outage probability.

Figure 5 shows the outage probability for different number of transmitters. In NOMA, it
is expected that the performance becomes worse as the number of signals increases. Further-
more, in OMA, since the channel resource decreases with K , the outage probability increases
with K for a fixed rate, R. As shown in Fig. 5, the outage probability of OMA and NOMA
without SIC increases with K . However, the NOMA with SIC has less performance degrada-
tion with respect to the increase of K when the rate is sufficiently low: see Fig. 5a, b. As each
signal experiences independent fading, there would be some dominant interfering signals
which can be successfully decoded and cancelled as their SINRs would be sufficiently high.
Therefore, in the NOMA with SIC, the impact of strong interfering signals can be small as
they can be stripped. On the other hand, if R is high, SIC may not be applicable to strip
interfering signals. From this, for a higher R, the outage probability of the NOMA with SIC
can increase rapidly with K as shown Fig. 5c.
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Fig. 4 Outage probability for OMA and NOMA with/without SIC when γ = 0 dB: (a) Outage probability
versus R; (b) Outage probability versus L

The throughput of the NOMA with SIC can be improved if SIC is successfully performed.
As mentioned earlier, a lower R would be preferable to facilitate SIC. From this and the results
in Fig. 5, we can see that the throughput can be improved by increasing K for a sufficiently
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Fig. 5 Outage probability versus
K for OMA and NOMA
with/without SIC when γ = 0
dB: a R = 0.25 and L = 2; b
R = 0.25 and L = 4; c R = 1
and L = 4
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Fig. 6 Outage probability versus rate when γ = 0 dB: a without SIC; b with SIC

low R. For example, consider the case, say Case A, that K = 8, L = 4, and R = 0.25 in
Fig. 5b. The corresponding outage probability is less than 10−4. For another case, say Case
B, that K = 2, L = 4, and R = 1 in Fig. 5c, the outage probability is about 0.03. If we define
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Fig. 7 Outage probability versus the number of re-transmissions when γ = 0 dB: a without SIC; b with SIC

the total throughput2 as K R
L (1 − Pout(R, L)), Case A (a lower R and a larger K ) has higher

2 As we assumed that the system is symmetric in terms of rate in A1), this throughput can be a total throughput
as the outage probability would be the same for all users.
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throughput as its outage probability is lower (while the product of K and R is the same for
the two cases).

The results in Fig. 5 show that NOMA with SIC is effective for low R and performs
much better than OMA for a large K . This implies that NOMA with SIC can be an effective
multiple access scheme for wireless ad hoc networks when a number of nodes can transmit
their low data rate packets simultaneously.

In Figs. 6 and 7, we present the outage probability from simulation results and its upper
and lower bounds from the results of Sect. 3 with K = 4. In general, it is shown that the
lower bound is tighter than the upper bound for the NOMA without SIC: see Figs. 6a and 7a.
As shown previously, when the SINR is low, (15) is tight and it results in a tight lower bound.
However, when SIC is used, the SINR becomes higher and the lower bound is no longer
tight. This is shown in Figs. 6b and 7b. Then, the upper bound becomes useful together with
the lower bound to predict the performance of the NOMA with SIC.

As the gap between the lower and upper bounds of the information outage probability for
the NOMA with SIC is large, approximations can be considered using the pair of the upper
and lower bounds on the SINR, (γU, γL), and the pair of the upper and lower bounds on the
outage probability. It is shown that the following approximation using a combination of the
upper bound on the outage probability and γU is more accurate:

Pr

(
L∑

l=1

Î1,l < R

)
� min

λ≥0
eλR̄

(
1

γU
Aλ

(
1

γU

))L

.

This approximate outage probability is presented in Figs. 6b and 7b.

5 Concluding Remarks

In this paper, we studied NOMA when the H-ARQ protocol with IR is used and derived
upper and lower bounds on the information outage probability to see the performance. It
was shown that the outage probability decreases with L as e−L log L , which is faster than the
exponential decay. In addition, the ALDR with respect to the number of re-transmissions is
identical for both H-ARQ protocols with IR and RTD. From the outage probability, it was
observed that the NOMA without SIC outperforms OMA when the SNR is low (less than
0 dB). In addition, when R < 1, the NOMA with SIC outperforms OMA for all SNR. To
facilitate SIC, a low rate is preferable in the NOMA with SIC. It was shown that the outage
probability increases slowly with K for a sufficiently low R. Thus, the throughput can be
improved by increasing K with a sufficiently low R in the NOMA with SIC.

From this, we can conclude that NOMA with SIC can be a good candidate for multiple
access in wireless ad hoc networks. In particular, if the data rate between nodes is low but
there could be frequent transmissions as in wireless sensor networks, NOMA with SIC seems
promising.

Appendix A

Proof of Lemma 1

For convenience, let

g(λ) = Aλ

(
1

γK

)
.
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Then, φ(λ) = eλR̄ gL(λ) and ξ(λ) = φ(λ)γ−L
K . We have

φ′(λ) = d

dλ
ξ(λ) = eλR̄ gL−1(λ)

(
R̄g(λ)+ Lg′(λ)

)
(36)

and

φ′′(λ) = d2

d2λ
φ(λ)

= eλR̄ gL−2(λ)
(
(R̄g(λ)+ Lg′(λ))2 + L(g′′(λ)g(λ)− (g′(λ))2)

)
. (37)

A sufficient and necessary condition that φ(λ) is convex is

φ′′(λ) ≥ 0. (38)

According to (37), the following two conditions are equivalent:

φ′′(λ) ≥ 0 ⇔ g′′(λ)g(λ) ≥ (g′(λ))2.

Since

g(λ) = Aλ(μ) =
∞∫

0

e−μx

(1 + x)λ
dx, (39)

where μ = 1/γK , we have

g′(λ) = −
∞∫

0

e−μx

(1 + x)λ
log(1 + x)dx ≤ 0;

g′′(λ) =
∞∫

0

e−μx

(1 + x)λ
log2(1 + x)dx ≥ 0. (40)

For convenience, let

a(x) = e− μx
2

(1 + x)
λ
2

log(1 + x)

b(x) = e− μx
2

(1 + x)
λ
2

.

Then, using the Cauchy–Schwarz inequality, it follows

(g′(λ))2 =
⎛

⎝
∞∫

0

a(x)b(x)dx

⎞

⎠
2

≤
⎛

⎝
∞∫

0

a2(x)dx

⎞

⎠

⎛

⎝
∞∫

0

b2(x)dx

⎞

⎠ = g′′(λ)g(λ). (41)

This shows that (38) is true and it completes the proof. 	
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Appendix B

Proof of Property 3

From (17), using a Taylor series expansion, we can show that

Pr

(
χ2

2L <
R̄

γ̄K

)
= 1 − e−R̄/γ̄K

L−1∑

l=0

1

l!
(

R̄

γ̄K

)
= 1

L!
(

R̄

γ̄K

)L

+ O

((
R̄

γ̄K

)L+1)
. (42)

For a large L , using Stirling’s formula, n! � √
2πnnne−n , we have

1

L!
(

R̄

γ̄K

)L

� 1√
2πL

(
cR

γ̄K L

)L

.

This completes the proof. 	

Eq. (19) can be obtained by the same approach.

Appendix C

Proof of Lemma 3 : Derivation of the cdf

For convenience, let

a1 = γ1|h1,l |2 and a2 = γ2|h2,l |2.

From (21), the cdf of B1,l becomes

F(x) = Pr(B1,l ≤ x)

= Pr

(
a1

1 + a2
≤ x,

a2

1 + a1
< V

)
+ Pr

(
a1 ≤ x,

a2

1 + a1
≥ V

)
. (43)

We can show that

P1(x) = Pr

(
a1

1 + a2
≤ x,

a2

1 + a1
< V

)

= Pr(a1 < x, a2 > V (a1 + 1))

=
x∫

0

∞∫

V (a1+1)

f (a1, a2)da2da1,

where f (a1, a2) is the joint pdf of a1 and a2 which is given as

f (a1, a2) = 1

γ1γ2
e
− a1
γ1 e

− a2
γ2 .

After some manipulations, we can obtain (24).
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We can also show that

P2(x) = Pr

(
a1 ≤ x,

a2

1 + a1
≥ V

)

= Pr
(a2

V
− 1 ≤ a1 < x(a2 + 1)

)

=
∞∫

0

x(a2+1)∫

a2
V −1

f (a1, a2)da1da2.

After some manipulations, we can obtain (25). This completes the proof. 	


Appendix D

Proof of Property 4

If we have γ1 = γ2 and x = V , we have

C1 = D(V ) = V + 1

γ
, C2 = V + 1

γ V
, and B(V ) = V

1 − V
.

In addition, we can show that

Porth,out(R) = 1 − e22R−1/γ = 1 − e− V (V +2)
γ . (44)

Firstly, we consider the case of V ≥ 1. When V ≥ 1, we have

Pr(I1,l < R) = P1(V )+ P2(V ) = 1 − 1

V + 1

(
e−V/γ + e− V (V +2)

γ

)
.

After some manipulations, we have

Porth,out(R)− Pr(I1,l < R) = e−V/γ

V + 1

(
1 − V e− V (V +1)

γ

)
(45)

Thus, if

γ <
V (V + 1)

log V
,

we have

Porth,out(R) ≥ Pr(I1,l < R).

Secondly, we consider the case of V < 1. From (25), we can show that

P1(V )+ P2(V ) = e− V
γ

V + 1

(
(V + 1)− 2e− V (V +1)

γ + e− V (V +1)
γ (1−V )

)
− V

V + 1
e− 2V

γ (1−V ) . (46)

After some manipulations, we have

Pr(I1,l < R)− P1(V )− P2(V ) =
(

1 − e− V
γ

)
+

(
1 − V

1 + V

)
e− V (V +2)

γ (1−V )

(
1 − e− V 2(V +1)

γ (1−V )

)
.

(47)
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When V ≤ 1, we can see that 1 − e− V
γ ≥ 0, 1 − e− V 2(V +1)

γ (1−V ) ≥ 0, and 1−V
1+V ≥ 0. Thus,

Porth,out(R) ≥ Pr(I1,l < R).

This completes the proof. 	


Appendix E

Derivation of An Approximate of the Probability Mass Function of D

In order to find the probability mass function of D, we consider the following K − 1 channel
gains of the interfering signals:

Gk = {|h2,•|2, |h3,•|2, . . . , |hK ,•|2} (48)

and denote by αk the kth largest channel gain:

α1 ≥ α2 ≥ · · · ≥ αK−1. (49)

Suppose that the signal which has the largest channel gain is cancelled first as the corre-
sponding SINR is the highest (thus, the probability that this signal can be cancelled is the
highest). Let

Zm = log2

(
1 + γαm

1 + γ (|h1,•|2 + ∑K−1
q=m+1 αq)

)
� log2

(
1 + γαk

1 + γ (1 + ∑K−1
q=m+1 ᾱq)

)
,

(50)

where ᾱq = E[αq ].
From [30], we can find that

ᾱq =
K−1∑

i=q

1

i
.

Define the following event:

Am = {αm ≥ ψm},
where

ψm = 2R − 1

γ

⎛

⎝1 + γ

⎛

⎝1 +
K−1∑

q=m+1

ᾱq

⎞

⎠

⎞

⎠ .

Let

Um =
m⋂

q=1

Aq .

Then, Um represents the random event that the first m signals can be cancelled. Then, from
Um , we can find the probability that the m signals are cancelled as follows:

Pr(D = K − 1) = Pr(UK−1)

Pr(D = m) = Pr(Um)− Pr(Um+1), m = 1, 2, . . . , K − 2. (51)

To find the Pr(Um)’s, the joint pdf of αm is required:
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f (α1, α2, . . . , αK−1) = (K − 1)! exp

⎛

⎝−
K−1∑

q=1

αq

⎞

⎠ , α1 ≥ α2 ≥ · · · ≥ αK−1.

It follows that

Pr(Um) =
∞∫

ψ1

x1∫

ψ2

· · ·
xm−1∫

ψm

fm(x1, x2, . . . , xm)dxm . . . dx2dx1, (52)

where fm(x1, x2, . . . , xm) denotes the marginalized pdf which is given as

fm(x1, x2, . . . , xm) = (K − 1)!e−(x1+x2+···+xm ) ×

=
xm∫

0

xm+1∫

0

· · ·
xK−2∫

0

e−(xm+1+xm+2+···+xK−1)dxK−1 . . . dxm+2dxm+1.

Once Pr(UK−1) is obtained as a function of the ψm’s, we can also easily find Pr(Um) using
the marginalization. That is, letting

Pr(UK−1) = F(ψ1, ψ2, . . . , ψK−1),

we have

Pr(Um) = F(ψ1, ψ2, . . . , ψm, 0, . . . , 0), m = 1, 2, . . . , K − 2.

Although a closed-form expression for Pr(UK−1) is available, it becomes lengthy as K
increases. We show some examples when K is small as follows:

• K = 2:

P(U1) = e−ψ1 .

• K = 3:

P(U2) = e−ψ1(2e−ψ2 − e−ψ1).

• K = 4:

P(U3) = e−3ψ1−2ψ2−ψ3(6e2ψ1+ψ2 − 3eψ1+2ψ2 − 3e2ψ1+ψ3 + e2ψ2+ψ3).
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